Finally, Fig. 2d compares the numerical and perturbation results for \( e_3 = 0.25 \) and 0.33 while holding \( e_1 \) and \( e_2 \) to zero. The maximum difference shown for this case is 2.0%.

The result is

\[
\eta = \frac{1}{N^2}\left(\frac{1 + e_1}{2} N \tanh N + \left(\frac{e_1}{3}\right) N \tanh N (\tanh^2 N - 3)
+ \left(\frac{e_2}{8}\right) \text{sech}^2 N (2N^2 + 1 - \cosh 2N - \sinh 2N)
+ e_1 \left(C_1 N \sinh N + C_2 (\sinh N + N \cosh N)\right)
- C_3 \left(84N^2 + 41/3 N^4 + 37/60 N^6 + 1/70 N^8\right)\right)
\]

The fin can be optimized with respect to volume by finding the values of \( b \) and \( \delta \) that yield the maximum heat transfer for a given set of the perturbation parameters. Upon performing the derivatives \( dq/db + dq/d\delta = 0 \) and solving for \( N \), the optimum dimensions can be calculated. Given in Figs. 3 and 4 are the optimum values of \( N \) as a function of \( e_1 \) and \( e_2 \) for laminar and turbulent conditions, respectively. These curves may be compared with the result given by Krane\textsuperscript{14} in which fin taper and a temperature-dependent heat transfer coefficient were not considered. When \( e_2 = e_3 = 0 \), Krane’s curve is duplicated. Nonzero values of \( e_2 \) and \( e_3 \) shift \( N_{\text{opt}} \) downward from the curve in Ref. 14.

**Conclusion**

A first-order, three-parameter perturbation expansion has been shown to predict accurately the temperature distribution in longitudinal tapered fins with temperature-dependent thermal conductivity and heat transfer coefficient. The solution was carried out to second order, but the accuracy was not appreciably improved over the result given by the first-order expansion. Hence, the first-order solution is sufficient for thin design. Fin efficiency and optimum dimensions have been given as a function of the perturbation parameters. These results should prove to be useful in the design of tapered fins.
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**Correlation of the Gap Conductance Integral for Conforming Rough Surfaces**

K. J. Negus* and M. M. Yovanovich†
University of Waterloo, Waterloo, Ontario, Canada

**Introduction**

STEADY-STATE heat transfer across the interface of two contracting solid bodies is usually accompanied by a measurable temperature drop due to the thermal resistance to heat flow in the interface region. If the temperature drop \( \Delta T_e \) at the interface is obtained by extrapolation from regions “far” from the interface and \( Q/A_e \) is the steady-state heat flux based on the apparent contact area, then the joint conductance or contact coefficient of heat transfer is defined as

\[
h_j = (Q/A_e)/\Delta T_e
\]

Considering the heat transfer has been undertaken in recent years to develop models to predict joint conductance and to experimentally verify these models as discussed in detail by
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Yovanovich, 1,2 Thermal contact resistance is an important consideration for many aerospace systems and is becoming increasingly important in the cooling of microelectronic equipment. 3

Conforming Rough Surfaces Model

The theory of conforming rough surfaces as proposed by Cooper et al. 4 is based on a Gaussian distribution of the surface roughness parameters. For interfaces where an interstitial gas is present, it is convenient to deal with the contact and gap contributions to heat transfer separately. Since the contact and gap heat transfer rates are approximately independent for most practical problems, 2 then for negligible radiative heat transfer the joint conductance is modeled as

\[ h_J = h_c + h_g \]  

where \( h_c \) is the contact conductance for the interface under vacuum conditions and \( h_g \) is the gap conductance for heat transfer across the gap only.

The theory behind the contact conductance model has been developed in detail in several references. For most practical problems, \( h_c \) can be estimated accurately by the correlation

\[ h_c = \frac{1.25mk_x}{\sigma}(\frac{P}{H})^{0.95} \]  

where \( P \) is the apparent pressure on the interface and \( H \) the hardness of the softer material. If the subscripts 1 and 2 are understood to refer to surfaces 1 and 2 in contact, then the harmonic mean thermal conductivity, effective rms surface roughness, and effective absolute surface slope are defined, respectively, as

\[ k_x = 2k_1k_2/(k_1 + k_2) \]  

\[ \sigma = \sqrt{\sigma_1^2 + \sigma_2^2} \]  

\[ m = \sqrt{m_1^2 + m_2^2} \]  

Equation (3) has been shown to agree within \( \pm 1.5\% \) of the exact theoretical results for the range \( 10^{-6} \leq P/H \leq 10^{-2} \) for both similar and dissimilar materials.

Heat transfer across the gap formed by two conforming rough surfaces is difficult to analyze because of the complexity of the local geometry which determines whether the local heat transfer should be modeled as continuum, slip, or rarefied. Yovanovich et al. 5 have overcome these difficulties by again using a Gaussian distribution to describe the surface roughness characteristics and a local gas conductivity model as suggested by Kaganer. 6 Their derivation gives

\[ h_g = \frac{k_x}{\alpha}I_g \]  

where \( k_x \) is the thermal conductivity of the gas under continuum conditions and \( I_g \) is the gap conductance integral defined by

\[ I_g = \frac{1}{\sqrt{2\pi}} \int_0^\infty \exp\left[-(Y/\sigma - u)^2/2\right] \frac{u + M/\sigma}{u + M/\sigma} du \]  

In this expression, \( Y/\sigma \) is the relative mean plane separation between the two contacting solids and is given accurately by the correlation

\[ Y/\sigma = 1.184[-6(3.132P/H)]^{0.547} \]  

The parameter \( M \) is given by

\[ M = \frac{\alpha\beta\Lambda}{\gamma + 1} \]  

The accommodation parameter \( \alpha \) in Eq. (10) is defined as

\[ \alpha = \frac{2 - \alpha_1}{\alpha_1} + \frac{2 - \alpha_2}{\alpha_2} \]  

where \( \alpha_1 \) and \( \alpha_2 \) are the accommodation coefficients at the solid gas interfaces. The fluid property \( \beta \) is defined by

\[ \beta = \frac{2\gamma}{Pr(\gamma + 1)} \]  

where \( \gamma \) is the ratio of specific heats and \( Pr \) the gas Prandtl number. The mean free path \( \Lambda \) of the gas molecules is given in terms of \( \Lambda_{g,STP} \) and the mean free path at standard temperature and pressure (STP) by the expression

\[ \Lambda = \frac{\Lambda_{g,STP}}{\left|\frac{T_g}{T_{STP}}\right|} \frac{P_g}{P_{STP}} \]  

where \( T_g \) and \( P_g \) are the gas temperature and pressure in the gap and \( T_{STP} \) and \( P_{STP} \) represent STP.

At this point the joint conductance \( h_J \) can be predicted for a given situation by assembling the appropriate thermophysical data and applying the given equations. Furthermore, the extensive experimental investigations of Hegazy 7 have shown the conforming rough surfaces model to give good predictions of the joint conductance over a wide range of practical problems. Unfortunately though, no closed form expression has yet been found for \( I_g \), and thus Eq. (8) must be integrated numerically. Numerical integration of the gap conductance integral can be performed rapidly even on a microcomputer but makes hand calculations and quick order-of-magnitude estimates for \( h_g \) impractical.

Correlations for the Gap Conductance Integral

Yovanovich has suggested that the gap conductance integral can be approximated by the simple expression

\[ I_g \approx \frac{1}{Y/\sigma + M/\sigma} \]  

Although this expression is accurate within 10% for large values of \( Y/\sigma \) and \( M/\sigma \), Eq. (14) significantly underpredicts the gap conductance by 50–100% for small values of \( Y/\sigma \) and \( M/\sigma \). A new correlation to overcome this problem is now proposed by modifying Eq. (14) with a correction factor \( f_g \) such that

\[ I_g = \frac{f_g}{Y/\sigma + M/\sigma} \]  

Exact values of \( f_g \) were generated by numerically integrating Eq. (8) over a wide range of \( Y/\sigma \) and \( M/\sigma \). By examining the trends and limit points in this data, simple approximate expressions for \( f_g \) have been derived as

\[ f_g = 1.063 + 0.0471 \left(\frac{4 - Y/\sigma}{\sigma}\right)^{1.68} \left(\frac{\sigma}{M}\right)^{0.84} \]  

for \( 25 \leq Y/\sigma \leq 4 \) and \( 0.01 \leq M/\sigma \leq 1 \). and

\[ f_g = 1 + 0.06 \left(\frac{\sigma}{M}\right)^{0.8} \]
for $2 \leq \gamma / \alpha \leq 4$ and $1 \leq M / \alpha < \infty$. The maximum error associated with the simple correlations of Eqs. (16) and (17) is about $2\%$ with this respect to the numerically integrated results.

### Example Problem

The agreement between the simple correlations summarized here and real experimental data can be illustrated by considering an example test case from the recent work of Hegazy. In particular, the test results for a pair of 304 Stainless Steel specimens contacting in a nitrogen environment at 570 Torr are summarized in Table 1. The predicted conductances obtained from the simple correlations of this work are also summarized in Table 1 based upon the thermophysical data supplied by Hegazy. Note that $M / \alpha = 0.093$ in this case for all the results reported in Table 1. It is evident, at least for this example, that the agreement between the predicted and experimental conductances is excellent.

### Conclusions

New correlations for the gap conductance integral in the conforming rough surface model have been presented. Accurate estimations of the thermal joint conductance of many new practical contact problems can now be made quickly by combining these new correlations with the simple contact conductance correlations also provided in this Note.
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**Table 1** Predicted and measured conductances for example problem

<table>
<thead>
<tr>
<th>$10^3 P/H$</th>
<th>Predicted</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>$h_2$</td>
<td>$h_1$</td>
</tr>
<tr>
<td>0.165</td>
<td>170</td>
<td>1800</td>
</tr>
<tr>
<td>0.265</td>
<td>260</td>
<td>1880</td>
</tr>
<tr>
<td>0.364</td>
<td>360</td>
<td>1940</td>
</tr>
<tr>
<td>0.498</td>
<td>480</td>
<td>2010</td>
</tr>
<tr>
<td>0.651</td>
<td>620</td>
<td>2080</td>
</tr>
<tr>
<td>0.809</td>
<td>760</td>
<td>2140</td>
</tr>
<tr>
<td>1.130</td>
<td>1050</td>
<td>2230</td>
</tr>
<tr>
<td>1.459</td>
<td>1330</td>
<td>2310</td>
</tr>
<tr>
<td>1.788</td>
<td>1620</td>
<td>2380</td>
</tr>
<tr>
<td>2.091</td>
<td>1880</td>
<td>2440</td>
</tr>
<tr>
<td>2.577</td>
<td>2230</td>
<td>2520</td>
</tr>
<tr>
<td>3.162</td>
<td>2780</td>
<td>2660</td>
</tr>
</tbody>
</table>
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**Steady Conjugate Heat Transfer in Fully Developed Laminar Pipe Flows**

J.C. Kuo* and T.F. Lin†

National Chiao Tung University,
Hsinchu, Taiwan, Republic of China

**Introduction**

**FORCED** convective heat transfer in a laminar pipe flow has long been recognized as a basic heat-transfer problem and has been extensively studied in the past. Recently, the effects of the conduction heat transfer in the pipe wall on the convection heat transfer in the flow have received considerable attention. Close examination of these recent investigations reveals that either the radial thermal resistance of the wall is neglected or the flow is assumed to be uniform without any rigorous justification.

In the present study, we consider the conjugate heat transfer in laminar flow through a long circular pipe that is directly heated over a finite length. Both axial and radial heat conduction in the pipe wall and fluid are accounted for in the analysis for the entire pipe (directly heated and unheated). Emphasis is placed on the comparison between the results of the present study and those neglecting the radial wall resistance. An exponential finite-difference scheme is employed to solve the coupled energy equations.

**Analysis**

The system to be studied corresponds to a fluid flowing in an infinitely long circular pipe ($-\infty < x < \infty$). A uniform heat flux $q_\infty$ is applied at the outer surface of the pipe over a finite length ($0 \leq x \leq L$). The upstream ($-\infty < x < 0$) and downstream ($L < x < \infty$) regions of the heating zone are thermally well insulated, and the flow enters the pipe with uniform velocity $u_e$ and uniform temperature $T_e$ from the far upstream region ($x = -\infty$). In this study we are interested in the thermal interactions between the conduction heat transfer in the pipe wall and the convective heat transfer in the fluid through the fluid wall interface.

To simplify the analysis, the thermophysical properties of the fluid are assumed to be temperature-independent, and the flow is hydrodynamically fully developed in the region where significant heat transfer is present. Accordingly, the steady conjugate heat transfer in the system considered can be described by the following basic equations in dimensionless form:

**Energy equation for the fluid:**

$$Pe(1 - \eta) \frac{\partial \theta}{\partial \xi} = \frac{1}{\eta} \frac{\partial}{\partial \eta} \left( \frac{\theta}{\eta} \right) + \frac{\partial^2 \theta}{\partial \xi^2}$$
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